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Abstract: In wireless networks, the dimensions that deviate from the normal behavior of 

sensed data are taken to be as outliers. The potential sources of outliers can be noise and 

errors, events, and malicious attacks on the network. This paper gives an overview of 

existing outlier detection techniques specifically developed for the wireless sensor networks. 
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1 WIRELESS SENSOR NETWORKS 

A Wireless sensor network is composed of tens to thousands of sensor nodes which are 

densely deployed in a sensor field and have the capability to collect data and route data 

back to base station [1]. Wireless sensor network WSN (Wireless Sensor Network) is 

deployed in the region to monitor a large number of tiny sensor nodes, wireless 

communication means and form a multi-hop network of self-organizing system [2]. Wireless 

sensor networks (WSN) are wireless network composed of spatially distributed autonomous 

devices using sensors to cooperatively monitor physical or environmental conditions, such 

as temperature, sound, vibration, pressure, motion or pollutants, at different locations. Due 

to the deployment flexibility and maintenance simplicity, WSN applications have been seen 

in many areas [3] like telecommunication, medical, defence etc. The use of wireless sensor 

networks (WSNs) has grown enormously in the last decade, pointing out the crucial need for 

scalable and energy-efficient routing and datan gathering and aggregation protocols in 

corresponding large-scale environments [4]. 

2 SENSOR NETWORK ARCHITECTURE 

We consider the sensor network architecture depicted in Figure 1.1. In the architecture SNs 

are grouped into clusters controlled by a single command node. Sensors are only capable of 

radio-based short-haul communication and are responsible for probing the environment to 

detect a target/event. Every cluster has a gateway node that manages sensors in the cluster. 

Clusters can be formed based on many criteria such as communication range, number and 

type of sensors and geographical location. Sensors receive commands from and send 

readings to its gateway node, which processes these readings. 

 
Figure 1.1: Sensor Network Architecture 

The gateway node sends to the command node reports generated through fusion of sensor 

readings, e.g. tracks of detected targets. The command node presents these reports to the 
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user and performs system-level fusion of the collected reports for overall situation 

awareness. 

3 INTRODUCTION TO OUTLIER DETECTION 

Outlier detection refers to the problem of finding patterns in data that do not conform to 

expected normal behavior. These anomalous patterns are often referred to as outliers, 

anomalies, discordant observations, exceptions, faults, defects, aberrations, noise, errors, 

damage, surprise, novelty, peculiarities or contaminants in different application domains. 

Outlier detection has been a widely researched problem and finds immense use in a wide 

variety of application domains such as credit card, insurance, tax fraud detection, intrusion 

detection for cyber security, fault detection in safety critical systems, military surveillance 

for enemy activities and many other areas.  

The importance of outlier detection is due to the fact that outliers in data translate to 

significant (and often critical) information in a wide variety of application domains. For 

example, an anomalous traffic pattern in a computer network could mean that a hacked 

computer is sending out sensitive data to an unauthorized destination. In public health data, 

outlier detection techniques are widely used to detect anomalous patterns in patient 

medical records which could be symptoms of a new disease. Similarly, outliers in credit card 

transaction data could indicate credit card theft or misuse. Outliers can also translate to 

critical entities such as in military surveillance, where the presence of an unusual region in a 

satellite image of enemy area could indicate enemy troop movement. Or anomalous 

readings from a space craft would signify a fault in some component of the craft. Outlier 

detection has been found to be directly applicable in a large number of domains. 

4 OUTLIER DETECTION IN WSN 

In WSNs, outliers can be defined as, “those measurements that significantly deviate from 

the normal pattern of sensed data” [5]. This definition is based on the fact that in WSN 

sensor nodes are assigned to monitor the physical world and thus a pattern representing 

the normal behavior of sensed data may exist. Potential sources of outliers in data collected 

by WSNs include noise & errors, actual events, and malicious attacks. Noisy data as well as 

erroneous data should be eliminated or corrected if possible as noise is a random error 

without any real significance that dramatically aspects the data analysis [6].Outliers caused 
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by other sources need to be identified as they may contain important information about 

events that are of great interest to the researchers.  

Recently, the topic of outlier detection in WSNs has attracted much attention. According to 

potential sources of outliers as mentioned earlier, the identification of outliers provides data 

reliability, event reporting, and secure functioning of the network. Specifically, outlier 

detection controls the quality of measured data, improves robustness of the data analysis 

under the presence of noise and faulty sensors so that the communication overhead of 

erroneous data is reduced and the aggregated results are prevented to be affected. Here, 

we exemplify the essence of outlier detection in several real-life applications. 

• Environmental monitoring 

• Habitat monitoring 

• Health and medical monitoring 

• Industrial monitoring 

• Target tracking 

• Surveillance monitoring, 

It should be noted that several research topics have been developed for identifying sources 

of outliers occurred in WSNs. As illustrated in Figure 1, these topics include fault detection 

[7;8], event detection [9;10;11] and intrusion detection [12;13].  

 
Figure 2.1: Outlier sources in WSNs and their corresponding detection techniques 

5 TECHNIQUES DESIGNED FOR WSNS 

Recently, many outlier detection techniques specifically developed for WSNs have emerged. 

In this section, we provide a technique-based taxonomy framework to categorize these 

techniques. 
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As illustrated in Figure 2.2, outlier detection techniques for WSNs can be categorized into 

statistical-based, nearest neighbor-based, clustering-based, classification-based, and 

spectral decomposition-based approaches. Statistical-based approaches are further 

categorized into parametric and non-parametric approaches based on how the probability 

distribution model is built. 

5.1 Statistical-Based Approaches 

The statistical outlier detection techniques are essentially model-based techniques. They 

assume or estimate a statistical (probability distribution) model which captures fit the 

model. A data instance is declared as an outlier if the probability of the data instance to be 

generated by this model is very low [5].  

a. Parametric-Based Approaches. 

Parametric techniques assume availability of the knowledge about underlying data 

distribution, i.e., the data is generated from a known distribution. It then estimates the 

distribution parameters from the given data.  

− Gaussian-based models 

[14] present two local techniques for identification of outlying sensors as well as 

identification of event boundary in sensor networks. In the technique for identifying 

outlying sensors, each node computes the difference between its own reading and the 

median reading from its neighboring readings. Then it standardizes all differences from its 

neighborhood. A node is considered as an outlying node if the absolute value of its reading’s 

deviation degree is sufficiently larger than a pre-selected threshold. The technique of event 

boundary detection is based on the previous results of outlying sensor identification and 

determines a node as an event node if the absolute value of the node’s deviation degree in 

one geographical region is much larger than that in another region [15] present a local 

outlier detection technique to identify errors and detect events in ecological applications of 

WSNs. Each node learns the statistical distribution of difference between its own 

measurements and each of its neighboring nodes, as well as between its current and 

previous measurements. A measurement is identified as anomalous if its value in the 

statistical significance test is less than a user-specified threshold. The drawback of this 

technique is that it relies on the choice of the appropriate values of the threshold. 

− Non-Gaussian-based models. 
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[16] utilizes the spatio-temporal correlations of sensor data to locally detect outliers. Each 

node in a cluster first detects and corrects temporal outliers by comparing the predicted 

data and the sensing data. Then the clusterhead collects the rectified data from all other 

nodes in the cluster and further detects spatial outliers that deviate remarkably from other 

normal data. 

b. Non-Parametric-Based Approaches.  

Non-parametric techniques do not assume availability of data distribution. Two most widely 

used approaches in this category are histograms and kernel density estimator. 

Histogramming models involve counting frequency of occurrence of different data instances 

(thereby estimating the probability of occurrence of a data instance) and compare the test 

instance with each of the categories in the histogram and test whether it belongs to one of 

them. Kernel density estimators use kernel functions to estimate the probability distribution 

function (pdf) for the normal instances. A new instance that lies in the low probability area 

of this pdf is declared as an outlier [5].  

- Histogramming. 

[17] present a histogram-based technique to identify global outliers in data collection 

applications of sensor networks. The sink uses histogram information to extract data 

distribution from the network and filters out the non-outliers. The identification of outliers 

is achieved by a fixed threshold distance or the rank among all outliers.  

- Kernel functions. 

[18] propose a kernel-based technique for online identification of outliers in streaming 

sensor data. This technique requires no a priori known data distribution and uses kernel 

density estimator to approximate the underlying distribution of sensor data. Thus, each 

node can locally identify outliers if the values deviate significantly from the model of 

approximated data distribution. 

[19] further extend the work of [18] and solve the two previous problems of insufficiency of 

a single threshold for multi-dimensional data and maintaining the data model built by kernel 

density estimator. 

5.2 Nearest Neighbor-Based Approaches 

Nearest neighbor-based approaches are the most commonly used approaches to analyze a 

data instance with respect to its nearest neighbors in the data mining and machine learning 
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community. [26] propose a technique based on distance similarity to identify global outliers 

in sensor networks. This technique attempts to reduce the communication overhead by a 

set of representative data exchanges among neighboring nodes. Each node uses distance 

similarity to locally identify outliers and then broadcasts the outliers to neighboring nodes 

for verification. The neighboring nodes repeat the procedure until the entire sensor nodes in 

the network eventually agree on the global outliers.  

The other technique uses dynamic time warping (DTW) distance-based similarity 

comparison specifically for outliers that are erroneous and last for a certain time period. In 

this technique, each node transforms raw data into the wavelet time-frequency domain and 

identifies the high-frequency data measurements as outliers and corrects them using proper 

wavelet coefficients. 

5.3 Clustering-Based Approaches 

Data instances are identified as outliers if they do not belong to clusters or if their clusters 

are significantly smaller than other clusters. 

[22] minimizes the communication overhead by clustering the sensor measurements and 

merging clusters before communicating with other nodes. Initially, each node clusters the 

measurements and reports cluster summaries rather than transmitting the raw sensor 

measurements to its parent. The parent then merges cluster summaries collected from all of 

its children before sending them to the sink. An anomalous cluster can be determined in the 

sink if the cluster’s average inter-cluster distance is larger than one threshold value of the 

set of inter-cluster distances. 

5.4 Classification-Based Approaches 

They learn a classification model using the set of data instances (training) and classify an 

unseen instance into one of the learned (normal/outlier) class (testing). The unsupervised 

classification-based techniques require no knowledge of available labeled training data and 

learn the classification model which fits the majority of the data instance during training. 

The one-class unsupervised techniques learn the boundary around the normal instances 

while some anomalous instance may exist and declare any new instance falling outside this 

boundary as an outlier. 

- Support Vector Machine-Based Approaches. 
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SVM techniques separate the data belonging to different classes by fitting a hyperplane 

between them which maximizes the separation. The data is mapped into a higher 

dimensional feature space where it can be easily separated by a hyperplane. Furthermore, a 

kernel function is used to approximate the dot products between the mapped vectors to 

find the hyperplane [5]. 

[22] propose that the sensor data that lies outside the quarter sphere is considered as an 

outlier. Each node communicates only summary information (the radius information of 

sphere) with its parent for global outlier classification. This technique identifies outliers from 

the data measurements collected after a long time window and is not performed in real-

time. 

- Bayesian Network-Based Approaches. 

Bayesian network-based approaches use a probabilistic graphical model to represent a set 

of variables and their probabilistic independencies. They aggregate information from 

different variables and provide an estimate on the expectancy of an event to belong to the 

learned class [5]. 

6 CONCLUSION 

We have studied the problem of outlier detection in WSNs and technique-based taxonomy 

framework which categorize the current outlier detection techniques designed for WSNs. 

Also advantages and disadvantages of some of the techniques are also given in the paper 
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