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Abstract: Document clustering is one of the important areas in data mining. Hadoop is being 

used by the Yahoo, Google, Face book and Twitter business companies for implementing real 

time applications. Email, social media blog, movie review comments, books are used for 

document clustering. This paper focuses on the document clustering using Hadoop.  Hadoop 

is the new technology used for parallel computing of documents. The computing time 

complexity in Hadoop for document clustering is less as compared to JAVA based 

implementations. In this paper, authors have proposed the design and implementation of Tf-

Idf, K-means and Hierarchical clustering algorithms on Hadoop. 
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I. INTRODUCTION 

The large amount of texts is available on internet, from huge corpus text need to be 

processed within a short period. We can implement document clustering using 

programming language with parallel execution but in this approach some issues are like 

fault tolerance, inter processor communication and task scheduling. Research on distributed 

document clustering based on MapReduce has been done [1]. Storing huge data and 

retrieving the text of a document in a distributed system is an alternative method [2]. In 

distributed environment the task is divided and scheduled to appropriate system. In this 

paper we describe the document clustering based on Hadoop uses the MapReduce 

procedure for implementing k-means and Hierarchical clustering. 

Hadoop provide distributed environment with Hadoop distributed file system (HDFS) and 

MapReduce function. HDFS is used to store the large data and data is store on single or 

multiple nodes. Where one node is called master node and all other are data (Workers) 

nodes the master node manages the file system namespace. This information is stored 

persistently on the local disk in the form of two files the namespace image and the edit log 

It maintains the file system tree and the metadata for all the files and directories in the tree. 

The namenode also knows the datanodes on which all the blocks for a given file are located, 

however, it does not store block locations persistently, since this information is 

reconstructed from datanodes when the system starts.MapReduce is framework where the 

documents are processed with Map and Reduce function to achieve parallelism on huge 

Data set. MapReduce function works just like divide and merge strategy. In the proposed 

system input is different documents and the output is clustered and tree based 

(Hierarchical) clustered. In document pre-processing phase the Tf-Idf is determined on 

MapReduce. This Tf-Idf is important to identify the document from the corpus. In this paper 

initially the system architecture of proposed system is briefly explained. Then the Algorithm 

for implementation of K-means and hierarchical clustering is presented. Finally concluded 

that how the proposed system is good for document clustering. 

II. RELATED WORK 

Document Clustering is the task of grouping a set of documents in such a way that objects in 

the same group are more similar to each other than to those in other groups clusters 

Basically there are two main approaches in document clustering that are  Partition 
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clustering & Hierarchical clustering[3][4]. The authors Jiawei Han, Micheline Kamber, they 

have presented various clustering Techniques for Data Mining. They have published how to 

use K-means clustering algorithm to cluster large data set in various disjoint clusters [5]. The 

author Benjamin C.M. Fung, Ke Wang, Martin Ester, presented Hierarchical Document 

Clustering Using Frequent Item sets. They have focused on how to manage the documents 

in hierarchical clusters [6]. The author Tian Xia, presented a research work on “An 

Improvement to TF-IDF: Term Distribution based Term Weight Algorithm”, this paper talks 

about how to find Tf-Idf weight for document clustering [7]. The authors Tom White 

Shvachko, Hairong Kuang presented a paper on Hadoop: The Definitive Guide. Authors have 

discussed the working of Map and Reduce methods in Hadoop system [8]. The Hadoop 

Distributed File System paper focused on the Hadoop implementation using single node 

implementation as well as multimode implementation details [9]. Our approach effectively 

combines the K-means and Hierarchical clustering algorithm. 

III SYSTEM ARCHITECTURE 

The Figure 1 is proposed system architecture. In Figure 1the    input to system is pdf 

documents. The Hadoop which uses the MapReduce function for parallel computing of 

documents. The parallel processing reduces the time complexity. In this architecture 

documents are parallely executed to find Tf-Idf. Before giving the input to our system we 

need to perform Preprocessing and Text processing of collected documents and need to find 

Tf-Idf as well as cosine similarity.   

A. Preprocessing Phase: 

    A.1 Parser Phase: 

1. Parse Pdf file and store Pdf stream in random access file create using COS Document 

constructor. PDFParser class is used to parse the Pdf documents. This class needs a 

FileInputStream and File as parameter to parse a dot pdf file. 

PDFParser parser = new PDFParser (new FileInputStream (new File ())); 

COSDocumentcosdoc = parser.getDocument (); 

2. Extract Text from random access file. In this process PDFTextStripper constructor class is 

used.   

PDFTextStripper Stripper = new PDFTextStripper (); 

PDDocument Doc = new PDDocument (cosdoc); 
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String parsedText = Stripper.getText (Doc); 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1 Map-Reduce Programming model for proposed System 

3. Write parsed text in newly created text file 

   A.2 Text Processing: 

1. Read input string form text file and tokenize it e.g. String line = “Data mining is the 

process of knowledge discovery”, in this string we need to find tokens. Tokens are Data, 

mining, is, the, process, of, knowledge, discovery, but ‘is’, ’the’, ’of’ are stop words so these 

words need to be removed as well as some of the words are converted to its root form e.g. 

mining is mine 

2. Read tokenized words one by one and removes punctuations from input line such as 

comma, dot etc e.g.  Input token: discovery, Output token: discovery Input token: patterns. 

Output token: patterns 
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B. To determine Tf-Idf and Cosine similarity: 

The Tf-Idf weight and cosine similarity are calculated as given in eq.1 and eq.2. Tf-Idf (Term 

Inverse Document Frequency) a mechanism for calculating the effect of terms that occur so 

frequently in corpus. The cosine similarity is used to find how the documents are closely 

similar to each other in terms to do cluster. The idea of determining the Tf-Idf and cosine 

are given in [9].  
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Where, 

xi=is the Tf-Idf weight of ith term in first document 

yi=is the Tf-Idf weight of ith term in second document 

IV. K-MEANS AND HIERARCHICAL AGGLOMERATIVE ALGORITHM 

Algorithm 1: K-Means Documents Clustering Algorithm 

Input: Set of pdf documents. K-number of cluster,   

Step 1: Identifying unique words from the given input document 

Step 2: Generation of input vector using TF-IDF weighting  

Step 3: Selection of similarity measure for generating similarity matrix. Here in this project 

cosine similarity is used. 

Step 4: Specifying the value of k i.e. number of clusters. 

Step 5: Randomly select k documents and place one of k selected documents in each cluster. 

Step 6: Place the documents in cluster based on similarity between documents and the 

documents present in the clusters. 

Step 7: Compute centroids for each cluster. 

Step 8: Again by using similarity measures, find the similarity between the centroids and the 

input documents. 
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Step 9: Now place the documents in the clusters based on similarity between documents 

and the centroids of clusters. 

Step 10: After placing all the documents in the clusters, compare the precious iteration 

clusters with current iteration clusters. 

Step 11: If all the clusters contains same documents in previous and current iteration then 

terminate the algorithm here and hence found the clusters 

Step 12: Else repeat through step-7 

Output: The entire cluster contains the same document 

Algorithm 2: Hierarchical Documents Agglomerative Clustering Algorithm 

Input: ‘n’ number of pdf documents. 

1. Create ‘n’ folders. 

2. foreach (document) do 

    { 

       put in individual folder. 

    } 

   end foreach 

3. foreach document of each folder do 

    { 

   Map (document) 

      Calculate TF-IDF weight value 

    } 

   end foreach 

4. foreach calculated document do 

     { 

        Reduce (document) 

        if (Tf-Idf matches with other documents) 

        { 

             Merger folders 

        } 

       end if 

     }     

     end foreach 
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5. Finally merged all disjoint folders in a root folder. 

Output: Hierarchical Agglomerative clustered documents. 

Here we present the Hierarchical Agglomerative clustering algorithm where the input is pdf 

documents. The documents are parallely processed using MapReduce function to determine 

the Tf-Idf. The ‘n’ initial clusters are chosen from the corpus and each cluster is kept in a 

separate folders. The details procedure for clustering is given in Algorithm 2. 

IV. MATH 

Step 1: 
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Tf-Idf=Inverse document frequency of term  

n=Number of documents in corpus 

dft=Frequency of a term t in corpus 
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Where, 

xi=is the Tf-Idf weight of ith term in first document. 

yi=is the Tf-Idf weight of ith term in second document 

V. EXPECTED RESULT 

Expected Result of this Project are  

1. TF-Idf values of each word of each file. 

2. Partition Clusters 

3. Hierarchical Clusters  

VI. CONCLUSION AND FUTURE SCOPE 

The paper has introduced a document clustering based on Hadoop distributed system. The 

contribution of work is on design of system architecture and to implement the K-means and 

Hierarchical document clustering. We believe that our work is the example for programming 

paradigm. Our work can be extended further for email document clustering, face book 
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comments and movie review comments clustering. Hadoop has been provided a platform to 

implement the real world problem and to reduce the computing time complexity.   
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