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Abstract: Current network monitoring systems rely strongly on signature-based and 

supervised-learning-based detection methods to hunt out network attacks and anomalies. 

The unsupervised detection of network attacks represents an extremely challenging goal. In 

this paper we present a completely unsupervised approach to detect attacks, without relying 

on signatures, labeled traffic, or training. The method uses robust clustering techniques to 

detect anomalous traffic flows, sequentially captured in a temporal sliding-window basis. 

The structure of the anomaly identified by the clustering algorithms is used to automatically 

construct specific filtering rules that characterize its nature, providing easy-to-interpret 

information to the network operator. The clustering algorithms are highly adapted for 

parallel computation, which permits to perform the unsupervised detection and construction 

of signatures in an online basis. We evaluate the performance of this new approach to 

discover and to build signatures for different network attacks without any previous 

knowledge, using real traffic traces. Results show that knowledge-independent detection 

and characterization of network attacks is possible, opening the door to a whole new 

generation of autonomous security algorithms. 

Index Terms—Unsupervised Anomaly Detection & Characterization, Robust & Distributed 

Clustering, Automatic Generation of Signatures, Autonomous Security. 
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INTRODUCTION 

Network traffic anomaly detection has become a vital network building-block for any ISP in 

today’s Internet. Ranging from non-malicious unexpected events such as flash-crowds and 

failures, to network attacks such as Denials-of-Service (DoS/DDoS), network scans, and 

spreading worms, network traffic anomalies can have serious detrimental effects on the 

performance and integrity of the network. The principal challenge in automatically detecting 

and analyzing traffic anomalies is that these are a moving target. It is virtually impossible to 

precisely define the set of anomalies that may arise, especially in the case of network 

attacks, because new attacks as well a new variant of already known attacks are 

continuously emerging. A general anomaly detection system should therefore be able to 

detect a wide range of anomalies with diverse structure, using the least amount of previous 

information, ideally no information at all. 

The principal challenge in automatically detecting and analyzing network attacks is that 

these are a moving and ever-growing target [1]. Two different approaches are by far 

dominant in the literature and commercial security devices: signature-based detection and 

anomaly detection. Signature-based detection systems are highly effective to detect those 

attacks which they are programmed to alert on. However, they cannot defend the network 

against unknown attacks. Even more, building new signatures is expensive and time-

consuming, as it involves manual inspection by human experts. Anomaly detection uses 

labeled data to build normal-operation-traffic profiles, detecting anomalies as activities that 

deviate from this baseline. Such methods can detect new kinds of network attacks not seen 

before. In this paper we present a completely unsupervised method to detect and 

characterize network attacks, without relying on signatures, training, or labeled traffic of 

any kind. Our approach relies on robust clustering algorithms to detect both well-known as 

well as completely unknown attacks, and to automatically produce easy-to-interpret 

signatures to characterize them, both in an on-line basis. 

BODY 

A general anomaly detection system should therefore be able to detect a wide range of 

anomalies with diverse structure, using the least amount of previous information, ideally no 

information at all. 
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Two different approaches are by far dominant in current research literature and commercial 

detection systems: signature-based detection and anomaly detection. Signature-based 

detection is the de-facto approach used in standard security devices such as IDSs, IPSs, and 

firewalls. When an attack is discovered, generally after its occurrence during a diagnosis 

phase, the associated anomalous traffic pattern is coded as a signature by human experts, 

which is then used to detect a new occurrence of the same attack. Signature-based 

detection methods are highly effective to detect those attacks which they are programmed 

to alert on. However, they cannot defend the network against new attacks, simply because 

they cannot recognize what they do not know. In addition, building new signatures is a 

resources-consuming task, as it involves manual traffic inspection by human experts.  

On the other hand, anomaly detection uses labeled data to build normal operation-traffic 

profiles, detecting anomalies as activities that deviate from this baseline. Such methods can 

detect new kinds of network attacks not seen before. Nevertheless, anomaly detection 

requires training for profiling, which is time consuming and depends on the availability of 

purely anomaly-free traffic data-sets. Labeling traffic as anomaly-free is not only time 

consuming and expensive, but also prone to errors in the practice, since it is difficult to 

guarantee that no anomalies are buried inside the collected data. In addition, it is not easy 

to keep an accurate and up-to-date normal-operation profile. 

The problem of network anomaly detection has been extensively studied during the last 

decade. Most of the approaches analyze statistical variations of traffic volume descriptors 

(e.g., number of packets, bytes, or new flows) and/or particular traffic features (e.g., 

distribution of IP addresses and ports), using either single-link measurements or network-

wide data. A non-exhaustive list of standard methods includes the use of signal processing 

techniques (e.g., ARIMA modeling, wavelets-based filtering) on single-link traffic 

measurements [2,3],Kalman filters [4] for network-wide anomaly detection, and Sketches 

applied to IP-flows [6–8]. 

Our approach falls within the unsupervised anomaly detection domain. The vast majority of 

the unsupervised detection schemes proposed in the literature are based on clustering and 

outliers detection, being [11–13] some relevant examples. In [11], authors use a single-

linkage hierarchical clustering method to cluster data from the KDD’99 data-set, based on 

the standard Euclidean distance for inter-patterns similarity. [12] reports improved results in 
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the same data-set, using three different clustering algorithms: Fixed-Width clustering, an 

optimized version of k-NN, and one class SVM. [13] presents a combined density-grid-based 

clustering algorithm to improve computational complexity, obtaining similar detection 

results. PCA and the sub-space approach is another well-known unsupervised anomaly 

detection technique, used in [5,7] to detect network-wide traffic anomalies in highly 

aggregated traffic flows. 

Our paper is that these two knowledge-based approaches are not sufficient to tackle the 

anomaly detection problem, and that a holistic solution should also include knowledge-

independent analysis techniques. To this aim we propose UNADA, an Unsupervised Network 

Anomaly Detection Algorithm that detects network traffic anomalies without relying on 

signatures, training, or labeled traffic of any kind. 
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